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Abstract. This paper addresses the problem of characterizing the functions that can be used in
the design of self-synchronizing stream ciphers. We propose a general framework based on a spectral
characterization through the Walsh transform. Two modes of self-synchronization are discussed: the
finite time one and the statistical one.

1 Introduction

Stream ciphers are cryptosystems specifically devoted to the transmission of data streams over
public channels. The basic principle can be described as follows. At the transmitter side, the ci-
phertext is carried out by adding a plaintext symbol with a symbol of a pseudorandom stream. At
the receiver side, the decryption consists in subtracting the ciphertext symbol with a symbol of,
again, a pseudorandom stream. Proper decryption is achieved provided that the pseudorandom
streams generated at the transmitter and receiver sides are the same. In other words, the pseudo-
random generators have to be synchronized. There are two ways to ensure the synchronization.
The first one is to use an external protocol in order to initialize the two generators with the same
seed. The protocol must also be able to resynchronize the generators if the synchronization is
lost. The resulting ciphers are known as synchronous stream ciphers. The second method relies
on systems for which synchronization is due to a structural property. The corresponding ciphers
are called self-synchronizing stream ciphers (SSSC for short). The absence of synchronization
protocol makes them particularly appealing when high throughputs are required. As it turns out,
very few works have paid attention to them. Let us mention [1,2] for an exception. This work
aims at characterizing new functions which can be involved in self-synchronizing stream ciphers.
The interest of enlarging the class of candidates functions lies in that they can potentially lead
to systems of reduced size or with better cryptographic properties than the existing ones. The
characterization is performed in the spectral domain and thereby allows to connect the results
to the usual cryptographic criteria.

The outline of this paper is the following: Section 2 is devoted to the problem statement.
Section 3 recalls the usual material devoted to spectral analysis and Boolean functions. Section 4
deals with the spectral characterization of the self-synchronizing property and is the core of the
paper. Section 5 investigates the reachability of the states in terms of probability law. Finally,
Section 6 is devoted to an illustrative example.

2 Problem Statement

Let us first introduce the notations. The two elements field is denoted F2. The plaintext symbol
to be ciphered at time t ∈ N is mt ∈ F2, the corresponding ciphertext is ct ∈ F2 and the
corresponding recovered plaintext is m̂t ∈ F2. In stream ciphers, the ciphertext ct is obtained
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from the plaintext mt by adding a random symbol zt ∈ F2. The original message m̂t is recovered
by subtracting the symbol ẑt ∈ F2 from the ciphertext ct. In the canonical representation of a
self-synchronizing stream cipher, the random symbols zt and ẑt are generated using the same
keyed function gθ : Fn2 −→ F2 whose arguments are a finite sequence of some past ciphertexts,
namely ct−1, . . . , ct−n. The parameter θ is the key of the system. The decryption is properly
performed, that is m̂t = mt, whenever ẑt = zt. It is guaranteed if both the cipher and the
decipher have the same key and if the ciphertexts ct−1, . . . , ct−n are properly transmitted. The
equations of the canonical form of self-synchronizing stream ciphers are{

zt = gθ(ct−1, . . . , ct−n)
ct = mt + zt

(Cipher equation) (1)

{
ẑt = gθ(ct−1, . . . , ct−n)
m̂t = ct − ẑt

(Decipher equation) (2)

The canonical form admits an equivalent recursive form involving an internal state x ∈ Fn2
which is an n–dimensional Boolean vector. Its value at time t is xt = (ct−1, . . . , ct−n). Its ith

coordinate is denoted (xt)i. The corresponding block diagram is depicted in Figure 1. The
equations read 

(xt+1)i = (xt)i−1 if i > 0, ct if i = 0
zt = gθ(xt)
ct = mt + zt

(Cipher equation) (3)


(x̂t+1)i = (x̂t)i−1 if i > 0, ct if i = 0
ẑt = gθ(x̂t)
m̂t = ct − ẑt

(Decipher equation) (4)

gθ

⊕ ctmt

zt

n

ct−n · · · ct−1

xk

gθ

	ct m̂t

ẑt

n

ct−1 · · · ct−n

x̂k

Fig. 1: Canonical recursive form of self-synchronizing stream ciphers

The canonical recursive form (3)–(4) is directly obtained from the canonical form (1)–(2).
The state updating transformation is a mere shift register fed with the previous ciphertexts.
Thus, the initial state is eliminated in a shift-like way and all the complexity of the system
lies in the function gθ. More interesting schemes are obtained when considering a keyed state
updating transformation fθ : F2 × Fn2 −→ Fn2 more complex than a shift. In this situation, the
shift next state function and the output function gθ are replaced by a function fθ and an output
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function hθ : Fn2 −→ F2. This setup is referred to as the generalized recursive form and its block
diagram is depicted in Figure 2. The corresponding equations are

xt+1 = fθ(ct, xt)
zt = hθ(xt)
ct = mt + zt

(Cipher equation) (5)


x̂t+1 = fθ(ct, x̂t)
ẑt = hθ(x̂t)
m̂t = ct − ẑt

(Decipher equation) (6)

In order to guarantee the self-synchronization property of the system, the function fθ cannot
be chosen arbitrarily. It must have the property that, after a fixed number, denoted tc, of
iterations, the pseudorandom symbols zt and ẑt are equal for all t > tc. In the general case, this
is achieved if and only if the current state of the decipher is equal to the current state of the
cipher, x̂t = xt regardless of the initial states x0 and x̂0. Clearly, given the system described
by (5)–(6), the self-synchronization can be studied by focusing exclusively on the function fθ.
Besides, the fact that this recursive form is more general than a mere shift, it allows to relax
the constraint that the synchronization is achieved within a finite amount of time. That leads to
so-called statistical self-synchronizing stream ciphers. They will be detailed and motivated later
on in this paper.

hθ

⊕ ctmt

zt

n

xt fθn

n

hθ

	ct m̂t

ẑt

n

x̂tfθ n

n

Fig. 2: Generalized recursive form of self-synchronizing stream ciphers

This paper does not intend to study how the key θ is involved in the system. Therefore, for
simplification purposes and hereafter, the subscript θ will be omitted, the parameterization with
the key of the functions will be implicit. In the sequel, a function from the vector space Fn2 to F2

will be referred to as a (n)–function. We will call a (n,m)–function a function from the vector
space Fn2 to the vector space Fm2 . Indeed, a (n,m)–function f is nothing but a m–dimensional
vector where each coordinate is a (n)–function. The jth coordinate is denoted by fj and named
the coordinate function. We recall a definition introduced by Klimov and Shamir in [3].

Definition 1 (T–function). A (n, n)–function is called a T–function if the coordinate function
fj depends only on the variables xi with i = 0, . . . , j.

Some special T–functions of interest in our study are called strict T–functions. Their defini-
tion is the following:



4

Definition 2 (Strict T–function). A T–function such that the coordinate function fj depends
only on the variable xi with i = 0, . . . , j − 1 is called a strict T–function.

Remark 1. It should be mentioned than what we call strict T–function is nothing but what is
called parameter in [3]. We however prefer not to use this name because it might be confusing
in some situations.

Having a look at the literature, it can be noticed that, so far, all the self-synchronizing
stream ciphers use the same principle in order to guarantee that the current state at time t
no longer depends on the initial state, that is to guarantee the self-synchronization. The state
updating function is such that its coordinate functions depend on the bits of the internal state
with strictly lower indexes than their own index. In other words, the state updating function is
based on strict T–functions.

The main purpose of this paper is to pinpoint more general classes of functions which guaran-
tee the self-synchronization property beyond the strict T–functions. Self-synchronization prop-
erties are addressed from a spectral point of view as motivated in the introduction.

3 Preliminaries

This section introduces a formal definition of self-synchronization and then recalls the strict
necessary prerequisites on spectral analysis of Boolean functions from which our results will be
derived.

3.1 Self-synchronization

Let us first formally define some self-synchronization related notions. In the paper, (c) is a
sequence of the ciphertexts c0, . . . , ct for some discrete time t, they are generated by (5). Thus,
the length of the sequence at time t is t + 1 and according to (5), c0 is only a function of the
initial state x0 ans is related to it by c0 = h(x0).

Definition 3 (Self-synchronizing sequence). A sequence (c) is self-synchronizing for the
next state (n+ 1, n)–function f of the system (5)–(6) if there exists an integer tc so that for all
initial states x0 ∈ Fn2 and x̂0 ∈ Fn2

∀t ≥ tc, xt = x̂t (7)

Definition 4 (Finite time self-synchronization). The system (5)–(6) is finite time self-
synchronizing if the minimum value tc is upper bounded for all possible sequences (c). The upper
bound tc is called the self-synchronization delay of f .

Remark 2. Finite time self-synchronization means that there is an integer tc such that any
sequence of length at least tc is a self-synchronizing sequence. The synchronization delay depends
on the pair of initial states x0 and x̂0. The delay tc is defined as the maximum delay over all
initial state pairs (x0, x̂0).

Definition 5 (Finite time self-synchronizing function). A (n+ 1, n)–function f is called
finite time self-synchronizing function if, when used as a next state function in the system (5)–
(6), the resulting system is finite time self-synchronizing.
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3.2 Spectral Analysis

The rest of this section recalls the basics about Boolean spectral analysis. If f is a (n)–function,
we denote by f̂ its Fourier transform, which is by definition the real valued mapping Fn2 −→ R

defined, for any u ∈ Fn2 , by

f̂(u) =
∑
x∈Fn2

f(x)(−1)x·u (8)

where x · u = x0u0 + · · ·+ xn−1un−1. This transform is invertible and the inverse is given by:

̂̂
f = 2nf (9)

Let us recall Parseval’s theorem (see [4]):

Theorem 1 (Parseval’s theorem). For any Boolean function f : Fn2 −→ F2, the following
relation holds: ∑

u∈Fn2

f̂(u)2 = 2n
∑
x∈Fn2

f(x)2 (10)

When dealing with Boolean functions, we rather resort to the Walsh transform which gets nicer
properties than the Fourier transform in most cases. The Walsh transform of a Boolean function
f is the Fourier transform of its sign function fχ where fχ = (−1)f(x) = 1− 2f(x) that is,

f̂χ(u) =
∑
x∈Fn2

(−1)f(x)+x·u (11)

As shown in [4], the correspondence between the Fourier and Walsh transforms is given by

∀u ∈ Fn2 , f̂χ(u) = 2nδ0(u)− 2f̂(u), (12)

where δ0(u) is the Kronecker symbol. It is equal to 1 if u is the n–dimensional zero vector and
equals to 0 elsewhere.

The Walsh matrix of any (n,m)–function is the 2m × 2n dimensional matrix Wf =
(
wfu,v

)
so that (see [5]):

∀u ∈ Fm2 , ∀v ∈ Fn2 , wfu,v =
∑
x∈Fn2

(−1)u·f(x)+v·x (13)

The row u ∈ Fm2 of the matrix Wf is the Walsh transform of the linear combinations of the
coordinates of f defined by x 7−→ u · f(x). The coefficients of the Walsh matrix of a function is
called the spectrum of that function.

N.B. Matrices indexes may be without ambiguity either an integer or a binary vector being the
binary expansion of this integer.

An interesting property relates the Walsh matrices of composed functions.

Proposition 1 (see [5]). If f is a (n,m)–function and g is a (p, n)–function then

Wf◦g =
1

2n
Wf ×Wg (14)

After these necessary preliminaries, we are now in a position to characterizing the self-
synchronization property from a spectral point of view.
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4 Spectral Characterization of the Self-Synchronization Property

In this section, we focus on characterizing the self-synchronizing property of the system (5)–(6).
As motivated earlier, we can exclusively focus on the next-state function f . It is a (n + 1, n)–
function. Let us denote by f0 (respectively f1) the (n, n)–function which is the restriction of f
to the input bit ct = 0 (respectively to ct = 1). The function f can be written as

f(ct, xt) =

{
f0(xt) if ct = 0
f1(xt) if ct = 1

(15)

For our purpose, we must define the function φt, the tth order iterated function of f . It is
the (n+ t+ 1, n)–function defined by

φt(c, x0) = f ct ◦ · · · ◦ f c0(x0) for t > 0

with φ0 = f . For a prescribed ciphertext sequence (c) of length t+ 1 and an initial state x0, the
function φt delivers the value of the internal state at time t+ 1.

In this section, we characterize the self-synchronizing property in terms of Walsh coefficients.
We first focus on self-synchronizing sequences and then apply their properties to address the
finite time and statistical self-synchronization issues of the system (5)–(6).

4.1 Self-synchronizing sequences

Let us denote by φct(x) the (n, n)–function which is the restriction of φt(c, x) to the specific
sequence (c) of length t+ 1.

Proposition 2. The sequence (c) is self-synchronizing if and only if the Walsh matrix of φct is
a 2n × 2n Walsh matrix of the form

Wφct
=


2n 0 · · · 0
±2n 0 · · · 0

...
...

...
±2n 0 · · · 0

 (16)

Proof. By definition, if (c) is a self-synchronizing sequence, φct(x) does not depend on x thus,
φct is a constant function. And yet, any linear combination of the coordinate functions of φct is
also a constant function. It turns out that any row of (16) is the Walsh transform of a constant
function. The converse can be derived by using the inverse Fourier transform formula (9).

The matrix Wφct
can easily be determined from the knowledge of the Walsh matrices of f0

and f1.

Proposition 3. The expression of the Walsh matrix Wφct
is

Wφct
=

1

2n·t
Wfct × · · · ×Wfc0 (17)

Proof. The proof is a direct consequence of Proposition 1.

In the following, we use these results to derive some characteristics of the Walsh matrices of
the functions that have the self-synchronization property.
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4.2 Finite Time Self-Synchronization

Let us first notice some important features of Walsh matrices. In the sequel, we consider W as
a square Walsh matrix of dimension q × q with q = 2n.

W =


q 0 · · · 0
w1,0 w1,1 · · · w1,q−1

...
...

...
wq−1,0 wq−1,1 · · · wq−1,q−1

 (18)

The matrix W can be rewritten W = A+N with

A =


q 0 · · · 0
w1,0 0 · · · 0

...
...

...
wq−1,0 0 · · · 0

 N =


0 0 · · · 0
0 w1,1 · · · w1,q−1
...

...
...

0 wq−1,1 · · · wq−1,q−1


A matrix is said to be of type A if the only non zero coefficients are located on the first column.
A matrix is said to be of type N if all the coefficients of the first row and first column are zero.
It is straightforward to verify the following remark:

Remark 3.
– the product of any two matrices of type A is a matrix of type A;
– the product of any matrix of type A with any matrix of type N is a zero matrix;
– the product of any matrix of type of N with any matrix of type A is a matrix of the type A;
– the product of any two matrices of type N is a matrix of type N .

Proposition 4. Consider a Boolean sequence (c) of length t + 1 and the Walsh matrices of
the two (n, n)–functions f0 and f1: Wf0 = Af0 + Nf0 and Wf1 = Af1 + Nf1. The product
W = Wfct × · · · ×Wfc0 is of type A if and only if the matrix Nfct × · · · ×Nfc0 is null.

Proof.
W = Wfct × · · · ×Wfc0

= (Afct +Nfct )× · · · × (Afc0 +Nfc0 )
(19)

By expanding the expression and using Remark 3, W can be rewritten W = A + N with A a
type A matrix and N = Nfct × · · · ×Nfc0 a type N matrix. Because of its structure, A cannot
cancel the non zero coefficients of N . Therefore, W is a type A matrix if and only if N is null.

The self-synchronization property in the spectral domain can have an algebraic interpreta-
tion. It is based on the concept of semigroup.

A semigroup is a set together with an associative multiplication. For instance the set of
the 2n × 2n Walsh matrices together with the multiplication defined by (14) is a semigroup. A
nilpotent element e is an element such that there exists a large enough positive integer k such
that ek = 0. A semigroup is said to be generated by a family of elements E = {e0, . . . , en} if
any element of the semigroup can be expressed in terms of a product of finite length of elements
of E. A nilpotent semigroup is a semigroup with a zero element and in which each element is
nilpotent. The nilpotency class of a semigroup S is the smallest positive integer k such that
∀e ∈ S, ek = 0.

Proposition 5. The system (5)–(6) is finite time self-synchronizing if and only if the matrices
Nf0 and Nf1 span a nilpotent semigroup.
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Proof. According to Remark 2, a system is finite time self-synchronizing if and only if there is
a positive integer tc such that any sequence of length greater than tc is self-synchronizing. That
is, in view of Proposition 2 and Parseval’s Theorem (10), for t > tc, any Walsh matrix Wφct

is
of type A. The expression of Wφct

given by (17) is, up to a constant factor, the product of t+ 1
elements of the pair {Wf0 ,Wf1}. According to Proposition 4 this product is of type A if and

only if whatever is c ∈ Ft+1
2 , the product Nfct × · · · ×Nfc0 is null. This is the case if and only

if {Nf0 , Nf1} spans a nilpotent semigroup of nilpotency class at most t+ 1.

Now, we aim at pinpointing different classes of self-synchronizing functions. To this end, let
us recall an interesting theorem stated in [6] (Theorem 2.1.7).

Theorem 2 (Levitski’s theorem). Any semigroup of nilpotent matrices is triangularizable.

For any square Walsh matrix W of dimension 2n, let us define its reduced matrix W ∗ of
dimension (2n − 1) × (2n − 1) which is the matrix W in which the first row and column have
been removed.

W ∗ =

 w1,1 · · · w1,q−1
...

...
wq−1,1 · · · wq−1,q−1


Remark 4. Note that the reduced matrix of N is W ∗ as well.

Next proposition makes a classification of the possible situations that allow the system (5)–
(6) to be finite time self-synchronizing. It clearly gives a characterization of the functions that
can be used in the design of finite time SSSC.

Proposition 6. The system (5)–(6) with the next-state function f (and the associated (n, n)–
functions f0 and f1) is finite time self-synchronizing if and only if the reduced Walsh matrices
W ∗f0 and W ∗f1 are nilpotent and fulfill one of the following cases:
Case 1 Both matrices W ∗f0 and W ∗f1 are lower triangular;
Case 2 Both matrices W ∗f0 and W ∗f1 are not lower triangular but can be simultaneously trian-

gularized by a change of basis whose matrix is the reduced Walsh matrix W ∗p of some (n, n)–
function p. This matrix has to be invertible. In this situation, the following equalities hold:
W ∗pW

∗
f0(W ∗p )−1 = W̃ ∗f0 and W ∗pW

∗
f1(W ∗p )−1 = W̃ ∗f1 with W̃ ∗f0 and W̃ ∗f1 two lower triangular

matrices with zeros on the diagonal;
Case 3 Both matrices W ∗f0 and W ∗f1 are not lower triangular. They can be however simultaneously
triangularized like in Case 2 but unlike Case 2, W ∗p does not correspond to a Walsh matrix.

Proof. Proposition 5 states that the system (5)–(6) is finite time self-synchronizing if and only if
Nf0 and Nf1 span a nilpotent semigroup. In view of Remark 4, the same holds for the matrices
W ∗f0 and W ∗f1 . Then, in view of Theorem 2, they can be simultaneously triangularized. Cases 1,
2 and 3 are exclusive and describe all the possible situations.

Case 1 corresponds to the case when f0 and f1 are strict T–functions. Indeed, the reduced
Walsh matrix is lower triangular with zeros on diagonal except on the first row if and only if the
corresponding function is a strict T–function (see Proposition 11 [7]). Therefore Case 1 refers to
functions which have been already proposed through the open literature.

Case 2 corresponds to the situation when f0 and f1 are not strict T–functions but functions
of the form f0 = p◦ f̃0 ◦p−1 and f1 = p◦ f̃1 ◦p−1 where f̃0 and f̃1 are strict T–functions and p a
bijection over Fn2 . Indeed, since the invertible Walsh matrices are exactly the Walsh matrices of
the bijections over Fn2 . Moreover, if p is a bijective (n, n)–function, (W ∗p )−1 = W ∗p−1 . Therefore,
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this case is nothing but Case 1 in which the functions f0 and f1 have been both left-composed
with the same bijective function p and right composed with p−1. Thus, this case is equivalent
to Case 1 up to an invertible transformation of the internal states.

Case 3 corresponds to self-synchronizing functions that are not based on strict T–functions.
This case is the most interesting one insofar as it defines new classes of self-synchronizing func-
tions. An example of such a function is given in Section 6.

Remark 5. It is interesting to note that the synchronization delay tc precisely corresponds to the
nilpotency class of the semigroup spanned by W ∗f0 and W ∗f1 . Moreover, since Cases 1 and 2 are
based on strict T–functions, the maximum nilpotency class is bounded by n in these situations.
In Case 3 the maximum nilpotency class is the dimension of the matrices which is 2n − 1.
Therefore, if two reduced Walsh matrices W ∗f0 , W ∗f1 span a nilpotent semigroup of nilpotency
class greater than n, it necessary corresponds to Case 3.

The problem of determining if any two (n, n)–functions f0 and f1 can be used to design
finite-time self-synchronizing systems as defined by (5)–(6) amounts to check whether or not their
reduced Walsh matrices W ∗f0 and W ∗f1 span a nilpotent semigroup. From Proposition 5, if this is

the case they can be simultaneously triangularized. The book [6] provides interesting approaches
to determine whether or not a set of matrices can be simultaneous triangularized. An algorithm
that simultaneously triangularizes a set of matrices is given in the paper [8]. The algorithm can
be applied to any set of matrices, it simply fails when no common triangularization basis exists.
In the next paragraph, an extension of the finite time self-synchronization is proposed. It is
called statistical self-synchronization.

4.3 Statistical Self-Synchronization

In this paragraph, in order to enlarge the class of potential candidate functions, we relax the finite
time self-synchronization constraint and extend Definition 4. Indeed, in practice, it is acceptable
the the synchronization delay tc is not bounded, but that the probability of being synchronized
reaches one as time goes to infinity. An example of probability of being synchronized while
the length of the stream (c) increases is illustrated by Figure 3. In order for this concept to
be practical, clearly, the probability of being synchronized must be sufficiently close to one for
some reasonable length. Such systems are called statistical SSSC. If (c) is a random sequence
it is denoted (C) and the synchronization delay tC is a random variable. In such a case, it is
denoted TC .

Definition 6 (Statistical self-synchronization). The system (5)–(6) is statistically self-
synchronizing if lim

t→+∞
Pr(TC ≤ t) = 1. The random variable TC is called the random syn-

chronization delay for the random sequence (C).

Remark 6. It is interesting to note that if the probability of synchronization is one for some
constant delay, Definition 6 reduces to Definition 4. Therefore, finite time self-synchronization
is nothing but a special case of statistical self-synchronization.

Even though Remark 6 states that finite time self-synchronization is a special case of sta-
tistical self-synchronization, in general, by statistical self-synchronization, it is meant statistical
self-synchronization which is not finite time self-synchronization.

We now focus on statistical self-synchronizing systems. According to Section 4.2, when the
pair {W ∗f0 ,W

∗
f1} spans a nilpotent semigroup, the associated function f is finite time self-

synchronizing. If the pair does not span a nilpotent semigroup, the synchronization delay cannot
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Fig. 3: Synchronization probability with respect to time. Solid line: finite-time self-
synchronization. Dotted line: statistical self-synchronization

be bounded anymore since some sequences are not self-synchronizing. The probability of syn-
chronization at time t is upper bounded by the probability that a self-synchronizing sequence
appears for the first time at time t in the stream (C) since some non self-synchronizing se-
quences might synchronize the system for some specific pairs of initial states x0 and x̂0. Note
that, determining the probability that a specific sequence appears for the first time in a uniform
random sequence of a given length is not trivial. This is mainly due to the fact that two different
sequences even with equal length do not necessary have the same probability of appearing in a
uniform random sequence. However, when considering all the self-synchronizing sequences of a
specific length, we can resort to the result provided in the paper [9].

5 State Probability

Ensuring the self-synchronizing property is a first feature required for the design of SSSC. The
security has to be further assessed. From this perspective, it should be interesting to determine
the probability that a given state can be reached after a fixed number of iterations. Clearly, all
the states have to be reachable and with almost the same probability (ideally the same). It is
the purpose of this section.

Let us first consider the following matter. Given a (n,m)–function g and a vector x ∈ Fn2
whose value is described by the probability law p : Fn2 −→ R, express the probability law of
y = g(x) ∈ Fm2 defined by q : Fm2 −→ R. For the Fn2 valued random variable X, the function p
is defined by p(x) = Pr[X = x] and the function q is defined by q(y) = Pr[g(X) = y]. Without
ambiguity, the notation p (respectively q) refers either to the function or to the 2n (respectively
2m) column vector whose component index x ∈ Fn2 (respectively y ∈ Fm2 ) has the value p(x)
(respectively q(y)). The same holds for p̂ and q̂ which are the Fourier transforms of p and q.

Proposition 7. Let Wg be the Walsh matrix of g. Applying the function g to a variable whose
value is chosen according to the probability law described by p gives a vector whose value is
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described by the probability law q and

q̂ =
1

2n
Wgp̂ (20)

Proof. Let us first relate q and p.

q(y) =
∑

x∈Fn2 |g(x)=y
p(x)

= 2−m
∑

x∈Fn2
p(x)

∑
u∈Fm2

(−1)u(g(x)+y)

= 2−m
∑

u∈Fm2

∑
x∈Fn2

(−1)u·yp(x)(−1)u·g(x)

We now express the Fourier transform of q.

q̂(s) =
∑

y∈Fm2
q(y)(−1)s·y

= 2−m
∑

u∈Fm2 ,x∈Fn2

∑
y∈Fm2

(−1)u·y+s·y

︸ ︷︷ ︸2m if u = s
0 else

p(x)(−1)u·g(x)

=
∑

x∈Fn2
p(x)(−1)s·g(x)

= 2−n
∑

x∈Fn2
p(x)

∑
z∈Fn2

(−1)s·g(z)
∑

v∈Fn2
(−1)v·(x+z)

= 2−n
∑

v∈Fn2

∑
x∈Fn2

p(x)(−1)v·x

︸ ︷︷ ︸
p̂(v)

∑
z∈Fn2

(−1)s·g(z)+v·z

︸ ︷︷ ︸
wgs,v

where wgs,v is as defined by (13). The result holds.

The following corollary can be stated

Corollary 1. Let X follows the uniform distribution and g be a (n, n)–function. The probability
distribution, after applying the function g to X reads

∀x ∈ Fn2 , Pr[g(X) = x] = 2−2n
∑
s∈Fn2

(−1)s·xwgs,0 (21)

where wgs,0 is the coefficient of the Walsh matrix of g of the sth row and of the first column.

Proof. If we assume a uniform distribution of the initial state, p is the constant function ∀x ∈
Fn2 , p(x) = 2−n. Its Fourier transform p̂ is

p̂(u) =

{
1 if u = 0
0 otherwise

From Proposition 7, the equality q̂(u) = wgu,0 holds. Using the inverse Fourier transform for-
mula (9) completes the proof.

It is interesting to notice that Proposition 7 and Corolloray 1 extend Lemma 1 of the pa-
per [10]. Essentially, Proposition 7 does not consider any specific probability distribution of the
states.

Till now, we have always considered that the initial state x0 is chosen according to the uniform
probability. We have also assumed that the symbols of the ciphertext stream (c) are uniformly
distributed. Let us stress that even though this assumption makes sense in cryptography since
the stream (c) should not be distinguishable from a true uniform random stream, it should be
considered with caution. Indeed, the uniformity of (c) depends on the uniformity of (z) which
in turn depends on the function f and h.

We now focus on the evolution of the probability law modified by the next-state function f .
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Proposition 8. Let (C) be a uniform random sequence and assume a uniform random distri-
bution of the initial state X0. Then, the probability that the iterated function φt returns the state
x ∈ Fn2 is

P [φCt (X0) = x] =
1

22n+n·t+t+1

∑
s∈Fn2

(−1)s·x
[[
Wf0 +Wf1

]t+1
]
s,0

(22)

Proof. Since (C) is a uniform random sequence of length t + 1, the probability of getting this
specific sequence in t+ 1 iterations is 2−t−1.

P [φCt = x] =
1

2t+1

∑
c∈Ft+1

2

P [fCk ◦ · · · ◦ fC0 = x]

Then, in view of Proposition 1 and Corollary 1

P [φCt = x] =
1

2t+1

∑
c∈Ft+1

2

1

22n

∑
s∈Fn2

(−1)s·x
1

2n·t

[
WfCk × · · · ×WfC0

]
s,0

=
1

22n+n·t+t+1

∑
s∈Fn2

(−1)s·x
[[
Wf0 +Wf1

]t+1
]
s,0

Proposition 9. Assuming a random sequence (C) of length t + 1 and a random initial state
X0, the system (5)–(6) has an equal probability to be in each state if and only if the first column

of the matrix
[
Wf0 +Wf1

]t+1
denoted w0 is given by

w0 =
(
2(n+1)(t+1) 0 · · · 0

)T
(23)

Proof. Proving this result amounts to solving a linear algebra problem. Let ν be the 2n–
dimensional column vector whose coefficients at row x is the probability of being in the state x.
In our case, we set the value of each coefficient to 2−n. Considering Proposition 8, denoting by
H the 2n–dimensional Hadamard matrix defined by H = (hs,x) = (−1)s·x for s, x ∈ Fn2 and by
k the constant 2−2n−n·t−t−1, the problem can be written

ν = kHw0

where w0 is the unknown. Since both k and H are invertible, the equations have a unique
solution.

Remark 7. The fact that each state is reached with an equal probability for a random sequence
of length t+1 does not mean that each state is reached with an equal probability with a uniform
random sequence of length t+ 2.

Remark 8. Proposition 9 states that assuming a uniform distribution of the initial state X0

and a uniform random sequence (C), the uniform distribution of the internal state at time t is

achieved if and only if the first column vector of
[
Wf0 +Wf1

]t+1
is given by the relation (23).

Under this condition, a uniform distribution is achieved at any time if and only if f is balanced.

Since the first column of Wf0 +Wf1 is the same as the first column of Wf , if f is balanced,

the condition wf
0

s,0 = −wf
1

s,0 if s 6= 0 holds.
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6 Example

As an illustration of the finite time SSSC described by Case 3 in Section 4.2, let us show that the
set of functions described by Case 3 is not empty. We consider n = 3. The next-state function
f is described by its restrictions f0 and f1 as defined by (15):

f00 (x) = x1 + x0x1 + x2 + x0x2
f01 (x) = x1 + x0x1 + x0x2 + x1x2 + x0x1x2
f02 (x) = x2 + x0x2


f10 (x) = x0x1 + x0x2 + x1x2
f11 (x) = x2 + x0x1x2
f12 (x) = x1x2

Then, the reduced Walsh matrices can be worked out by using (13)

W ∗f0 =



4 0 0 −4 4 0 0
2 2 2 2 −6 2 2
6 2 2 −2 −2 2 2
0 0 4 −4 0 0 4
0 4 0 −4 0 4 0
6 −2 2 2 −2 −2 2
6 2 −2 2 −2 2 −2


W ∗f1 =



4 4 −4 0 0 0 0
6 −2 2 −2 2 2 −2
6 −2 2 2 −2 −2 2
4 4 0 4 0 0 −4
0 0 4 4 0 0 −4
2 2 2 2 2 −6 2
2 2 2 −2 6 −2 −2


According to Theorem 2, the matrices W ∗f0 and W ∗f1 span a nilpotent semigroup. Indeed, they

can be simultaneously triangularized and the algorithm of the paper [8] allows to find out one
possible change of basis. The matrix

W ∗p =



1 0 1 0 1 0 1
0 1 −1 0 0 1 −1
0 0 1 0 0 0 1
0 0 0 1 −1 1 −1
0 0 0 0 1 0 1
0 0 0 0 0 1 −1
0 0 0 0 0 0 1


triangularizes both W ∗f0 and W ∗f1 .

It can be checked that the class of nilpotency of this semigroup is C = 4. Since C > n and
because of Remark 5 there is no bijection from F3

2 that allows to triangularize the semigroup.
Therefore this system corresponds to Case 3.

7 Conclusion

Two kinds of self-synchronization have been defined. Finite time self-synchronization has been
characterized from the spectral analysis point of view. It has been shown that it is possible to
achieve finite time self-synchronization using functions which are not strict T–functions. Three
cases have been pinpointed. The known strict T–function case, the case when strict T–functions
have been left and right composed with a permutation and its inverse and the case which is not
based on strict T–functions. The latter case is interesting due to its novelty, algebraic character-
ization in terms of nilpotent semi-groups has been performed. We have then discussed statistical
self-synchronization as a generalization of finite time self-synchronization.
These characterizations will prove constructive to the task of finding classes of keyed fam-
ilies functions for cryptographic purposes. A deeper insight is required to fully specify self-
synchronizing stream ciphers so as to achieve security in the context of performance constraints.
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